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Abstract

Select-a-Kibitzer is a computerized tool that gives feedback to students on

their compositions in a unique way. The project is based on composition re-

search which describes the process of writing as one of simultaneously solving

multiple, possibly conflicting constraints. In Select-a-Kibitzer, each constraint

is personified by a different character. A student enters a composition into

the tool and then asks for feedback. A variety of natural language processing

techniques are used to analyze the text. Then, each of the characters gives

feedback on the text from its particular point of view. The student can focus

on particular aspects of the writing process by choosing to get feedback from

only one or a small subset of the critics. Select-a-Kibitzer differs greatly from

standard “style checker” mechanisms that focus on surface features of the text.

By using Latent Semantic Analysis, Select-a-Kibitzer can address a wide-range

of meaning-oriented composition issues, including coherence, purpose, topic,

and overall quality. This paper describes the composition research that forms

the basis of the project, and the interaction and implementation of Select-a-

Kibitzer. It focuses on the uses of LSA to provide semantic feedback to the

writer.

∗This work was supported by a grant to the first author from the James S. McDonnell Founda-

tion’s Cognitive Studies for Educational Practice Program.
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1 Introduction

The composition of written language is at the same time one of the easiest things that

people do, and one of the most difficult. Children naturally move from talking about

their knowledge to putting it on paper. But a child’s early texts lack the structure,

coherence, and interestingness of mature texts.

Feedback on texts is necessary to help the student’s writing processes mature, but

good feedback is difficult to give. Because teachers are under enormous time pressures,

they are faced with a choice: either assign less writing, or limit the time that they

spend on evaluating student texts by giving quick feedback. Unfortunately, the easiest

feedback to give is the furthest related to the essential meaning of the texts.

Computers tools can help because they are relatively inexpensive and less time-

constrained than teachers. But standard computer style-checking tools leave much

to be desired. They tell when a word is spelled unlike any other word, and when a

sentence is too long or in the passive voice. This type of surface-level, structural feed-

back is unlikely to significantly improve a student’s writing. There are many aspects

of the writing process that this approach leaves untouched. And because the main

function of writing is to communicate meaning and/or feeling, feedback on semantic

aspects of the writing is especially important.

As other papers in this issue demonstrate, Latent Semantic Analysis (LSA, (Deer-

wester, Dumais, Furnas, Landauer, & Harshman, 1990)) enables a computer to make

robust analyses of the meaning of a text. This paper describes a computer tool that

uses LSA and other language processing techniques to give feedback on student com-

positions. It is based on Flower’s view of composition as one of “negotiated construc-

tion of meaning” (Flower, 1994). This view stipulates that the process of composition

requires the simultaneous solution of a variety of constraints. The constraints come
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from the writing task, the social context, the writer’s view of the reader, and from

the writer’s knowledge state. These constraints are often contradictory, pushing the

writer in different ways. The writer’s task is then to make the necessary tradeoffs to

find the solution that best reaches his or her goals. The computer tool makes these

constraints salient to the student by associating each one with a different character.

The tool is unofficially called Select-a-Kibitzer (hereafter SaK).

Definition 1 kibitzer: (n., informal, from Yiddish) 1. a spectator at a card game

who looks at the players’ cards over their shoulders, esp. one who gives unsolicited

advice. 2. a giver of uninvited or unwanted advice. 3. a person who jokes, chitchats,

or makes wisecracks, esp. while others are trying to work or to discuss something

seriously (Random House Webster’s Unabridged Dictionary, 1997)

The basic premise of SaK is that if the student receives a variety of different types

of feedback on their compositions, and each type of feedback is associated with a

different character (or agent), then the writer will better learn about the forces are

that make composition difficult, and better learn how to make the necessary tradeoffs.

This paper initially describes prior research that forms the foundation of SaK, research

into both the processes of composition and other computer mechanisms for supporting

composition. Then we describe the high-level interaction between the student and

the system. In section 4, we concentrate on the various ways in which LSA is used

to give feedback on student texts, and in section 5, we describe the other technical

underpinnings of the system. Finally, we discuss the status of the project and future

research directions.
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2 Background

As in the process of composition, there have been a variety of forces from different

directions that have affected the development of SaK. This section describes the

composition research that forms the theoretical foundation of the project. Then

it describes related computer tools that give feedback on text and use agents in

education.

2.1 Composition

Nearly two decades ago, Flower and Hayes shifted attention from the products of

writing to the processes of writing (Flower & Hayes, 1981). Recently, Flower delved

deeper into the nature of those processes (Flower, 1994). Her work, informed by

Bakhtin (Bakhtin, 1981) and Nystrand (Nystrand, 1986), characterizes writing as

the negotiated construction of meaning. She describes a variety of voices that speak

during the process of composition. These are the voices of the different types of con-

straints that impinge on the process. The term voice emphasizes that the constraints

are not innocent bystanders to the process, they are actively involved, pushing the

writer in different directions. SaK takes this notion a step further, giving each voice

a face and a personality.

The negotiation aspect of the process comes in in two ways. First, the writer must

negotiate with him or herself about the tradeoffs which will be necessary to best meet

the constraints. Second, because writing is about the communication of meaning, the

writer must negotiate with the reader about their common ground (Clark, 1996) and

how the writer can attempt to pass on her knowledge or feelings.

Where do these voices come from? Some of them come from the reader. Some of

them come from the particular situation in which the writing is carried out. Some



Select-a-Kibitzer Draft: Please do not distribute 5

of them come from the socio-linguistic context in which the student is writing. The

biggest problem with these voices is that the writer is not normally consciously aware

of them. She just can’t write something that “sounds good.” SaK’s goal is to convert

these external forces into internal considerations that the writer is consciously aware

of and can then reason about. Table 2.1 lists some of the most important external

forces, and how they can be transformed into questions which the writer can attempt

to answer.

Beck and colleagues (Beck et al., 1995) also use the voice metaphor to describe com-

position, but from the reader’s point of view. Good writing speaks to the reader. This

type of voicing isn’t in the spelling of the words or the passive/active distinction. It’s

in the meaning. Beck et al take the notion of voice in part from Bakhtin. As they

interpret Bakhtin,

voice is “the speaking consciousness,” in which the speaker is seen as a link

in a chain of communication. There is no singularity of voice, but rather

voice involves the simultaneous presence of social, cultural and political

influences that have contributed to the speaker’s perspective and world

view. (Beck et al., 1995, p. 224)

To take the voice metaphor to absurd lengths, SaK wishes to speak for the latent

voices of the text. Students have a hard time separating their compositions from their

own knowledge of what they wanted to say. If the SaK agents can tell the writer what

they understand the text to be saying, then the writer can better perceive erroneous

assumptions or poorly executed goals.
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Source External Influences Internal Consideration

Reader R’s goal What do I want the reader to know?

R’s knowledge What do I know about what the reader

knows?

R’s emotions and be-

liefs

What do I want the reader to feel about the

subject?

R’s intentions What do I want from the reader (esp. the

teacher)?

Situation Assignment What am I supposed to write about?

W’s knowledge What do I know about my topic?

W’s metaknowledge What do I know about what I know about

my topic?

W’s motivation What do I want to say about the topic?

Socio-

linguistic

W/R relationship How do the social and linguistic relation-

ships between writer and teacher/reader and

writer and peers affect what will be said?

Discourse How do language/discourse conventions

constrain affect what will be said?

Language What does my language allow me to ex-

press?

Table 1: External influences and their related internal considerations (R = Reader,

W = Writer)
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2.2 Agents in education

From an artificial intelligence point of view, the obvious way to implement Flower’s

“voices” is as agents. Each agent can embody or personify a particular voice. In other

words, an agent can give a face, behavior, and personality to a voice, and thus make

the different attributes associated with the agents more distinct and more memorable.

Rickel and Johnson (Rickel & Johnson, 1999) have developed the STEVE (Soar

Training Expert for Virtual Environments) model which teaches a student how to

operate and maintain complicated machinery by actually demonstrating it in a three-

dimensional virtual world. Using virtual reality technology, the student enters this

world as well and can perform manual operations in the world. Thus, this envi-

ronment allows a wide-range of instructional modes, including demonstration (with a

talking head for speech output), “hands-on” training, and one-on-one feedback — the

agent corrects the student if he/she makes a mistake and ensures that the equipment

is configured to continue operation.

Lester and colleagues have developed a life-like animated agent, Cosmo, who inhabits

a learning environment for the domain of Internet packet routing (Lester, Voerman,

Towns, & Callaway, 1997). Their research focuses on using agents with “deictic

believability” to pursue pedagogical goals. Cosmo’s planning system selects and co-

ordinates locomotive, gestural, and speech behaviors while explaining concepts like

internet packet routing to students.

2.3 Agents and writing

In their “Little Planet” project, Goldman and colleagues (Goldman & the Cognition

and Technology Group at Vanderbilt, 1998) have attempted to create an authentic

task that will motivate young students (in the kindergarten or 1st grade level) to
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produce a “book” to achieve a communicative goal. Although the students do not

actually write their own text for this book, they choose from a set of scenes, provided

texts, and even music to tell a little story about the scientific method so that others

on the Little Planet won’t be swindled. In this case, the characters in the simulated

environment do not serve as teachers of any particular aspect of writing, but as

motivation for the students to create an effective product.

2.4 Other computer support for composition

Kieras and Dechert (Kieras & Dechert, 1985) surveyed pychological research on read-

ing and extracted a set of comprehensibility principles. For example, despite stylistic

recommendations that frequent references to the same item should be varied to make

the text more interesting, inconsistent reference decreases the readability of the text

and the likelihood that the reader will understand it. Based on this set of princi-

ples, Kieras developed a tool to improve the readability of technical documents for

the U.S. Navy (Kieras, 1989). Kieras’ tool included a special-purpose parser and a

rule-based decision making system. It provided detailed feedback on the problems

that it encountered in the text along with general suggestions for fixing them.

Smith and Lansman (Smith & Lansman, 1989) developed a computerized tool that

was intended just as much as a research tool for exploring composition process as as a

tool for aiding those processing. There work was based on Hayes and Flower’s theory

of three major processes in composition: planning, rewriting, and revising. They

focused on technical papers which are heavily reliant on a sound logical structure.

Their computer tool provided graphical tools for brainstorming and structuring ideas

in the planning process and for focusing on the structure as they turned it into text.

This tool aided writing research by recording every step that the writers took. That

gave the researchers a detailed view of the operations carried out in each different
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phase of writing.

Scardamalia and Bereiter’s research has had a somewhat deeper focus, looking at

collaborative “knowledge building” which uses written dialogue as the medium (Scar-

damalia & Bereiter, 1992, 1996). They have developed a system called CSILE

(computer-supported intentional learning environments) which serves as a virtual

forum in which students ask for information (from other students), offer their hy-

potheses, and “publish” their results with the help of teachers and classmates. This

environment helps them learn not just the source material, but also strategies for

learning.

3 Interface and interaction

To (finally) give the reader a better idea about the nature of SaK, this section de-

scribes a student’s eye view of the system. We include here some examples of the

main SaK windows, and descriptions of the different ways in which students interact

with the system. The details of the knowledge sources and processes which produce

the feedback are given in the following two sections.

Figure 1 shows the main SaK window (including an authentic student text). The

student enters her text into the central part of the window, which provided standard

editing options. Just above the text are the pictures of the critics who are available to

comment on the text. Clicking on a critic’s picture toggles its activity status. Thus

the student can choose which aspects of the composition that she would like feedback

on. The menu at the top of the screen provided functions for loading and saving the

text, performing various editing operations, and also help screens which describe the

functioning of the system and the “personalities” of the individual critics.

From the student’s point of view, she presents her composition to one or more of a set



Select-a-Kibitzer Draft: Please do not distribute 10

 Select-a-Kibitzer

If I could change something about my school I would 
change the lunchrooms food; or what they call 
food.  Instead of all that gross stuff we can’t 
identify I would chang to food from restraunts or 
fast food restraunts.  Such as McDonalds Chiken Mc 
Nuggets and Quincy’s Dessert Bar.  I would change 
it because some and most of the food we eat makes 
me sick just looking at it.  And some of it I think 
is bad for my health. 

File Edit Critic Help

Let me have it! Exit

Figure 1: SaK main window
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 Advice from Cowboy

Thank you, bye I don’t understand

I couldn’t quite understand the 
connection between the first sentence 
and the second sentence.  Could make 
it a bit clearer?  Or maybe make a 
new paragraph. 

Figure 2: Advice from the cowboy

of critics, and asks for feedback. Each critic in turn gives its feedback to the student.

The purpose of the feedback is just to point out what is good or bad about the text,

not to correct it. After getting the feedback, the student can revise the text and ask

for feedback again. More specifically, the student first enters the composition into

the system, either by typing or by cutting and pasting. Of course, this requires that

the students have keyboarding abilities, but this seems to be becoming more common

in students. Speech understanding technology will be added to the system when the

technology is sufficiently advanced.

Figure 2 gives an example of one of the feedback windows. The cowboy is interested

in the coherence of the text. He uses LSA (as described in Section 4.2), to identify

places in the text which don’t seem to fit together. The feedback window gives a brief

explanation of what the critic sees as the difficulty and also specifies its location. The

student can then dismiss the window or ask for further explanation about that topic.

The personality of the kibitzers is exhibited only by the type of feedback that they

make and the picture on this window. Ideally, this association between character

and text aspect would be augmented by other agent attributes. The inclusion of a

distinctive voice for each agent and perhaps some animation could make the agents
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 Request from Marvin

Splice this in Trash this stuff

Here’s what you wrote before: 
 Such as McDonalds Chiken Mc 
Nuggets and Quincy’s Dessert Bar
How could you rewrite that to 
make the purpose clearer?  

                                  
                                  
                                  
                                  
                                  
                              

Figure 3: A “push” window

much more distinguishable. These feature will be implemented in a future version of

the system.

Another type of interaction that is supported is the “push” (Graves, 1983). For

certain types of problems, students can rewrite parts of their compositions “offline”.

Figure 3 shows feedback from Marvin which presents the student with a portion of

her original text and asks her to modify it. She can then edit the original text, make

one or more completely new versions, or maintain the original. Then she can have

the new text spliced back in to the full composition.

In summary, the student’s interaction with the tool is fairly simple. The student

enters the composition and asks for advice. The active critics offer their feedback,

giving further explanation when necessary. The complexity of the system lies behind

the scenes, as is described in the next sections.
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4 Semantic feedback using LSA

A crucial goal of this project is to give the feedback on aspects of writing that is

relatively difficult to formulate and is very important to the communicate goals of

the text: feedback on the meaning of the composition. In this section, we focus on

the various ways that LSA allows SaK to perform semantic evaluations of texts.

4.1 LSA background

Because the technical details of LSA have been described elsewhere (Deerwester et al.,

1990; Landauer & Dumais, 1997, for example), and in other articles in this issue, we

will not go into the details here. We do want to emphasize some important points.

What LSA does is to give measurements of the semantic similarity between texts.

Although at first glance, this seems rather limited, there are a surprising number of

text evaluation tasks which can be framed in terms of semantic similarity. Once the

task is appropriately defined, the researcher’s task is to find or create appropriate

texts to serve as the corpus and comparison texts for LSA. The following sections

provide examples of such endeavors.

We have previously used LSA to evaluate student contributions in the context of

an intelligent tutoring system (Graesser, Franklin, Wiemer-Hastings, & the Tutoring

Research Group, 1998; Wiemer-Hastings, Graesser, Harter, & the Tutoring Research

Group, 1998). In addition to demonstrating that LSA can rate the quality of student

texts as reliably as intermediate-knowledge human raters can, we examined a variety

of aspects that affect its performance. We studied the effects of the size and composi-

tion of the training corpus (Wiemer-Hastings, Wiemer-Hastings, & Graesser, 1999b),

the sensitivity of LSA to various features of the student texts (such as the presence

of negation, which has no significant effect), and compared its performance to a ver-
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sion of LSA without SVD and to a keyword-matching mechanism (Wiemer-Hastings,

Wiemer-Hastings, & Graesser, 1999a). Relevant details of those analyses are given

in Section 4.7. The work described here was influenced by this tutoring work, and

also by the work of Foltz (Foltz, 1996; Foltz, Kintsch, & Landauer, 1998, and this

issue) and Kintsch (this issue) on evaluating student essays. The rest of this section

describes the various functional roles that LSA plays in SaK. As example texts, we

will use samples of writing from 6th graders who were given the following assignment

as part of state-wide testing:

If you could change something about school, what would you change?

Write a few paragraphs that answer the question. In your answer be sure

to include: What would you change; why would you change it, and how

would you change it. Use examples and details in your writing.

4.2 Intersentence and whole-text coherence

One aspect of text quality that LSA is well-equipped to comment on is coherence. The

technique is simple: calculate the cosine between each pair of adjacent sentences. The

ideal value should neither be too high nor too low. A very high cosine would indicated

excessive redundancy between the sentences. A low cosine indicates a conceptual shift

in the text. The text is either not well connected, or the student has started a new

topic. As shown in Figure 2 above, SaK gives feedback addressing both of these cases.

By taking the average cosine between adjacent sentences, SaK gets a measure of the

overall coherence of the text. For such global measures, the feedback given by SaK

asks the student to look over the entire text to look for ways to make it more coherent.

If the student requests, SaK will give examples of more and less coherent texts.
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4.3 Purpose of sentence

One of the biggest complaints of composition teachers is that students often throw in

topics that have no apparent connection to the assigned subject. The example assign-

ment given above is one where the purpose of the student’s text is highly constrained.

In a task like this, LSA can be used to determine the purpose of each sentence by

comparing them with templates such as,

• What: “I would change,” or more specifically, “I would change the food,” “I

would change the teachers,” “I would change the classrooms,” etc

• Why: “I would change it because,” or just “because”

• How: “I would change it by,” “How I would change it”

These template phrases are obviously very similar to the text of the assignment above.

But (especially young) students are quite likely to produce text which closely matches

the template of the assignment. For example, of 67 student texts addressing the school

change assignment, 24 of them (35%) start with a phrase very much like “If I could

change something about school I would . . . ”.

Note that some of these template sentences are similar to others and will result

in similar cosines. A sentence like, “I would change the food by getting it from

McDonalds” has an LSA cosine of 0.68 with “I would change”, and a cosine of 0.69

with “I would change it by”.1 Although these cosines are both above a reasonable

threshold for matching, they can be evaluated relatively. Because the latter threshold

1When training LSA, it can be told to ignore certain words. The standard LSA implementation

comes with a file containing 440 very common words including each of the words in the template

sentences above except for “teachers” and “classrooms”. Obviously this feature must be turned off

when using LSA to match such sentences.
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is slightly higher, the purpose of addressing how the school should be changed should

be assigned to this sentence.

4.4 General topic

In a directed assignment like the example above, the students are free to write about

a wide range of topics. But the topics that they choose tend to fall into a rather

small range of subjects. For example, in the 67 compositions mentioned above, 17

mention the food, 21 mention the teachers, and 5 mention dress code restrictions, 5

mention school hours, and 6 mention the other students. To perform topic matching,

a simple qualitative analysis is performed to identify the main topics of compositions.

Then the most prototypical sentences of each topic are picked as the comparison

texts. Alternatively, clustering methods can be used on the trained LSA space to

automatically locate semantic clusters in the corpus. The best prototype for each

cluster is easily found by choosing the text with the highest average cosine with the

other texts in the cluster.

With these sets of topics and prototype sentences in hand, SaK can give feedback in

a variety of ways. If the student’s composition (sentence-wise or as a whole) doesn’t

match any of the prototypes above a threshold, then a critic will just say that the

topic is unclear and ask for more explanation. If the student text does match one or

more prototypes, then different types of feedback are available. For example, a critic

can suggest a related topic: “I agree that the food is terrible. And what about the

condition of the cafeterias?” The system can also ask the student if they would like

to see other compositions on the same topic. If the teacher can specify a target set of

topics for the assignment, this mechanism can be used to ensure that all of the topics

are addressed or to suggest inclusion of those that aren’t.
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4.5 Overall quality

As is described by Foltz (this issue), an overall assessment of a composition can be

calculated by comparing it to pre-graded texts. For SaK, this is not done to (directly)

reduce the grading load of the teacher. Instead, it is used as a general indicator of

text quality. If a composition receives a low overall rating, then a range of feedback

is possible. The simplest would be to suggest that the composition seems to need

more work and that the student should spend more time on it. As mentioned above,

a kibitzer can suggest that the student add a topic that was not found in the text

but which is present in one or more high-quality compositions, for example, “What

do you think about the number of students in your classes?”

4.6 Automatic summaries

As previously mentioned, Beck and colleagues pointed out the importance of voice

in text (Beck et al., 1995). SaK can speak for the text in a slightly different way

than Beck intended by using LSA to automatically produce a summary of the text.2

The coherence mechanism described above can break down the text into discrete

semantic chunks. Then the central sentence of each chunk can be identified by taking

the sentence with the highest average to the other sentences within a chunk. Then

a kibitzer can present these sentences to the user as its understanding of the main

points of the composition. This technique can help the student take a fresh look at the

composition, focusing on how the reader would understand it. This is a very important

aspect of composition for a student to learn. As Beck et al state, “Viewing discourse

as a chain of communicative discourse exists only insofar as it comes from somewhere

and is addressed to another, being produced in the anticipation of a response.” (Beck

et al., 1995, p. 224)

2This technique was suggested by Gerry Stahl, personal communication, October, 1998.
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4.7 Issues on LSA and composition

The preceding sections have described a wide range of evaluations of compositions

that can be accomplished with the use of LSA. They aren’t especially novel uses, but

the combination of them in such a tool for giving feedback on the various aspects of

composition is. The descriptions above give a general idea of how the different tech-

niques are implemented, but there are several issues related to the writing situation

and the LSA implementation that affect LSA’s performance. Because SaK could be

ported to a variety of different writing tasks, we include a discussion of those issues

here.

Because LSA is a corpus-based technique, the most obvious factor that affect it is the

training corpus. The best corpus is one that is specific enough to allow subtle semantic

distinctions within the domain, but is general enough that moderate variations in

terminology won’t be lost. Following advice from Foltz (personal communication,

October 1996), we have set up training corpora that contain texts from a range of

sources within the domain of interest. In our tutoring task, we found that a mixture

of 40% of the texts from the general domain (computer literacy) and 60% in the

specific tutoring areas (hardware, software, and the internet) gave the best overall

performance (Wiemer-Hastings et al., 1999b).

The size of the training corpus for LSA is also very important. In related evaluations,

we found that LSA worked best with the largest training corpus that we tested which

consisted of 2 textbooks and 30 articles, for a total of 2.3 MB of text. But LSA showed

graceful degradation; the performance for a “minimal” corpus which contained only

15% of the full corpus was only about 12% lower than the maximum performance for

the entire corpus (Wiemer-Hastings et al., 1999b).

Because it is not easy to compile a domain-specific corpus, some researchers have ex-

plored the use of general-purpose corpora. For example, researchers at the University
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of Colorado have trained LSA on a number of different corpora collected by a private

firm. These corpora approximate the exposure to print of 3rd, 6th, 9th, and 12th

graders as well as college students. A web-based interface allows comparisons of texts

within the different LSA spaces.

The number of dimensions in the LSA space is also important. Most LSA applications

use a dimensionality between 100 and 400, but the best number of dimensions must

be empirically determined with respect to a particular domain and task. The ideal

dimensionality is related to the size of the domain, both in the amount of text and

the number of different terms in the corpus. It is also related to the granularity

of knowledge discrimination desired. For example, a corpus developed for a college

computer literacy course would not be appropriate for analyzing a 4th grader’s text

about computers. The corpus would contain information about many concepts that

the younger student would be unlikely to mention, and would therefore not have

sufficient discriminative power for more relevant topics.

There are also a number of task-specific considerations that can affect the way that

LSA is trained and used. The breadth of a given assignment affects what type of

training corpus will be effective. If students must write about a tightly constrained

topic (as in the school change example), a special purpose corpus can be compiled from

related texts and from sample compositions. And because it contains just the types

of texts that the students should write about, it will be more effective at performing

the similarity comparisons. If the writing task is not narrowly defined, a larger, less

specific corpus will be necessary.

The structural aspects of the writing assignment are also important. In our example

task, the students were told to include information about what they would change,

why they would change it, and how. SaK can use this information to provide feedback

specific to the task. Some of the techniques described above may not be relevant for
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less strict writing tasks, and other tasks may lend themselves to additional types of

feedback.

Finally, the education level of the student must be taken into account. The age of the

student will affect the desired wording of the feedback, the types of feedback given,

and the characters that the system uses. These considerations must be taken into

account to provide a pedagogically valuable tool.

5 Other language analysis mechanisms

In addition to LSA, SaK uses a variety of other linguistic resources and language

processing techniques to gain information on which it can base its feedback. This

section describes those other inputs to the feedback process.

5.1 Allen’s Parser

For the syntactic analysis module of SaK, we have chosen a parser that is freely

available and is associated with a standard Natural Language Processing textbook

(Allen, 1995). The parser is a standard chart parser with a simple grammar formalism.

The parser comes with a small set of grammar rules that can handle basic linguistic

structures. We chose a standard parsing mechanism so that the grammar can be

extended by future research projects. The lexicon and semantics of the system are

described in the next section.

The syntactic results of the parser are used to produce feedback on grammatical

well-formedness of the student’s text. If the parser can not create a full parse for

a sentence, then a kibitzer suggests that it is ungrammatical. Figure 4 shows the

contents of the parser’s chart for a sample sentence. The words in the sentence
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 Current Chart Contents

I WOULD HIRE SOMEONE TO COOK REAL FOOD

0 1 2 3 4 5 6 7 8
N1097
CNP1130
ADJ1095
PRO1093
NP1131

V1101
AUX1099

V1109
VP1134
VP1137
V1107
V1105
N1103
CNP1141

N1113
CNP1142
PRO1111
NP1143

P1115
PP1152
PP1151

V1121
VP1158
V1119
VP1161
VP1162
N1117
CNP1163

N1127
CNP1164
ADJ1125
ADV1123

N1129
CNP1165

VP1135
VP1138

VP1144

CNP1166

S1136
S1139
REL1140

VP1145
VP1154

S1146
VP1155
VP1153

S1156
S1157

Thank you, bye I don’t understand

Figure 4: Display of the parser chart

are displayed across the top of the window, and the arcs in the chart are shown

underneath, with labels for the type of constituent, and lines to show the extent of

the arc. A full parse is represented by an S (for sentence) link that spans the entire

sentence. There is no such arc in Figure 4. Even though this sentence is grammatical,

it is beyond the scope of the current, relatively simple grammar for the parser. Thus,

it is especially important to have the semantic evaluations given by LSA, which does

not pay attention to grammar at all.

5.2 WordNet as online lexicon

In order to avoid painstaking knowledge engineering of a hand-built lexicon for the

system, we have created an interface between the parser and the WordNet system

(Miller, Beckwith, Fellbaum, Gross, & Miller, 1990; Fellbaum, 1998). WordNet was

developed as a lexicographer’s tool and provides information about four types of

words: nouns, verbs, adjectives and adverbs. Its lexical knowledge includes informa-

tion about exceptional spellings of these words for use in morphological analyses.
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WordNet was intended as a tool for lexical research. Because it was meant to be

independent of any semantic theory, its semantic representation consists solely of a

synonym set (or “synset”) for each different sense of a word. This set is intended only

to allow a human user to determine which sense of the word is being refered to. For

use with LSA, this type of semantic representation also works well. The synsets can

support semantic restrictions, using LSA to judge the acceptability of attachments

by the use of similarity instead of subsumption in an ontology. Alternatively, the

hypernyms (more general terms) that WordNet supplies can be used for this purpose.

WordNet also supplies information about the “familiarity” of a word, defined on a

scale relative to how many different senses the word has. SaK uses this information

to give feedback on words that might not be known to all readers.

The basic information provided by WordNet must be significantly manipulated and

augmented to be of use to the parser. Our extensions provide information about other

word classes, for example, prepositions and pronouns. Words which occur in WordNet

are coerced into the form required by the Allen parser. In particular, different senses

of words which have the same syntactic profiles are combined into a single sense which

has a disjunctive semantic represention. This simplifies the syntactic processing by

reducing (syntactic) ambiguity. WordNet provides coarse-grained semantic templates

for verbs. Although this has not yet been implemented, these could be used for basic

semantic constraint-checking in the parser.

We have embedded the WordNet database in an object-oriented lexicon server, which

allows for different types of information from different sources, and is extensible to

include information on domain specific, closed class, and other words that are not

included in WN. Using this mechanism, a single query provides all information about

the (possibly ambiguous) senses of the word.
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5.3 Soar decision making

Lexical information, parse information, and LSA information is put into the working

memory of the Soar system (Laird & Rosenbloom, 1996). This information is rep-

resented as features associated with a position in the text. Soar rules determine if

the individual kibitzers are active and decide what feedback to give at any particular

time. The basic decision making process is very simple: if working memory contains a

feature that has been identified as problematic, then tell the relevant kibitzer to give

feedback. More complex rules could be implemented to take into account a number

of different things. For example, the teacher can specify that a particular student

needs to focus on a particular aspect of composition. The Soar rules can also im-

plement student modeling by taking into account the identity of the student. The

system could keep track of what feedback it has already given to a student (in this

or previous sessions) to enable it to modify the feedback over time (“Like I told you

before . . . ”).

6 Current status and future work

SaK is a system which uses a variety of powerful text analysis mechanisms, including

LSA, to give feedback on student compositions. Each different type of feedback

is presented to the student from a different character. Associating the characters

with the aspects of composition should allow the students to better understand the

competing forces that are involved in the process of writing. And because the kibitzers

have different opinions and may even disagree with each other, the students should

come to realize that the constraints are not hard constraints, but allow and require

the student to make tradeoffs.

All of the technical aspects of the system are currently in place, but some pedagogical
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issues remain to be addressed. The following questions are beyond our current knowl-

edge, but we will address them in future collaboration with experts in composition

research:

• How much feedback can the students handle at one time?

• What is the best way to describe the various types of problems to students of

different age groups?

• What types of feedback are appropriate for a given age group?

• What is the best way to achieve a balance between:

– simple and complex feedback?

– structural and semantic feedback?

• How can we best integrate teacher and curriculum goals into the system?

Once these questions can be addressed, we will be ready to assess the system’s effects

on students’ composition processes. We assume that by promoting the association

between the different characters and the different constraints on the composition

process, we can increase the student’s ability to recognize those constraints. We will

assess this assumption and this approach by comparing the compositions of students

who use the tool, and student who perform a control task. If our approach is correct,

the SaK students will be more aware of the different constraints that they are facing,

they will be better able to take them into account when they are writing, and they

will produce higher quality compositions.
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